Page Segmentation of Historical Document Images with Convolutional Autoencoders
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Abstract—In this paper, we present an unsupervised feature learning method for page segmentation of historical handwritten documents available as color images. We consider page segmentation as a pixel labeling problem, i.e., each pixel is classified as either periphery, background, text block, or decoration. Traditional methods in this area rely on carefully hand-crafted features or large amounts of prior knowledge. In contrast, we apply convolutional autoencoders to learn features directly from pixel intensity values. Then, using these features to train an SVM, we achieve high quality segmentation without any assumption of specific topologies and shapes. Experiments on three public datasets demonstrate the effectiveness and superiority of the proposed approach.

I. INTRODUCTION

Nowadays, a large number of historical documents have been digitized and made available to the public. There is an increasing need to develop robust image analysis systems to retrieve textual information from these documents. Page segmentation is a prerequisite step of document image analysis and understanding. It aims at splitting a page image into regions of interest and distinguishing text blocks from other regions. In contrast to printed contemporary documents, page segmentation on historical documents is more difficult, due to many variations, such as layout structure, decoration, writing style, texture, and degradation.

Some page segmentation methods have been developed recently. These systems rely on hand-crafted features [3], [14] or prior knowledge [11], [15], [16], or models that combine hand-crafted features with domain knowledge [2], [8], [10]. Perceiving the problem from another viewpoint, our goal is to develop a more general method which automatically learns features from the pixels of document images. Elements such as strokes of words, words in sentences, sentences in paragraphs have a hierarchical structure from low to high levels. As these patterns are repeated in different parts of the documents, they can be used for feature learning to extract the layout information of the document images.

In this paper, we propose a novel page segmentation approach based on unsupervised feature learning. We consider the segmentation as a pixel classification problem. Each pixel is represented by a feature vector. By training a classifier with the features, we classify each pixel into one of the four classes: periphery, background, text block, and decoration. Instead of using carefully hard-coded features to train a classifier, we use an unsupervised feature learning method.

Creating algorithms that can automatically learn useful representations from unlabeled data is important. Hand coding features is cumbersome because the user has to select features a priori good to handle the specificities of a given dataset. Furthermore, labeling data is time consuming. Feature learning algorithms allow us to generate large amounts of features from unlabeled data. They have been applied in many applications, such as image classification [17] and audio recognition [13]. In this work, we propose a convolutional autoencoder (CAE) system which is based on the encoder/decoder architecture [9]. We use a single hidden layer neural network as an autoencoder (AE) to learn features from the input. Concretely, we take the pixel values as input and target of the AE. By having few neurons on the hidden layer and applying the backpropagation, the network has to learn a compressed representation. We first apply an AE on small image patches to learn low-level features. Then we take the learned feature mapping functions and convolve them with larger patches [12]. The outputs of the AE are wired to the inputs of a successive AE to learn higher level features. Finally, we use the learned features to train a support vector machine (SVM) to predict class labels for each pixel. Experiments on three public historical document images datasets [7] show that it is possible to learn reliable features with the proposed approach. Compared to our previous work [6], the proposed system achieves superior performance on the George Washington and the Parzival datasets and comparable performance on the Saint Gall dataset.

In summary, our approach differs from traditional page segmentation methods in two properties. (1) The features are learned directly from the pixels without supervision. (2) Preprocessing (i.e., binarization, connected components extraction) and prior knowledge are not needed. The rest of the paper is organized as follows. Section II gives an overview of some related work in page segmentation for historical document images. Section III describes the proposed segmentation method. Section IV reports on our experimental results and Section V presents our conclusions.
II. RELATED WORK

Some methods have been presented in the literature to perform the segmentation task. However, most of these methods rely on image preprocessing such as binarization, connected components (CCs) extraction, off-the-shelf classifiers trained on hand-crafted features and prior knowledge.

In the Historical Document Layout Analysis Competition (ICDAR 2011) [1], four layout analysis methods for printed historical document images were evaluated and compared with a state-of-the-art commercial software. The results indicate that there is a convergence to a certain methodology with some variations in the approach, i.e., CCs aggregation on binary images. However, it is also clear that there is still a considerable need to develop robust methods for layout analysis on historical document images.

Panichkriangkrai et al. [15] proposed text line and character extraction system of Japanese historical woodblock printed books. Text lines were separated by using vertical projection on binarized images. To extract kanji characters, rule-based integration was applied to merge or split the CCs which were extracted by applying an adaptive binarization on the gray scale images. Van Phan et al. [16] use the area Voronoi diagram to represent the neighborhood and boundary of CCs. By applying predefined rules, characters were extracted by grouping adjacent Voronoi regions. Bukhari et al. [3] extracted the features of CCs. The normalized height, foreground area, relative distance, orientation, and neighborhood information of the CCs were considered as features to train a multilayer perceptron to classify CCs to relevant classes of text. Similarly, Cohen et al. [8] applied Laplacian of Gaussian on multi-scale binarized image to extract CCs which were considered as candidate text lines. Based on prior knowledge, noise CCs were removed. Features such as bounding box size, area, stroke width, estimated text lines distance were used to label each CC into text or non-text by using an energy minimization method. Asi et al. [2] proposed a two-steps segmentation method for arabic historical document images. The main text area was first segmented by using Gabor filters. Then the refine segmentation was formulated as an energy minimization task. Mehri et al. [14] proposed a texture based segmentation method. First they computed textual features, i.e., autocorrelation, Grey Level Co-occurrence Matrix, and Gabor features, on randomly selected foreground pixels. Then by applying the Consensus Clustering method, they estimated the clusters number. Nearest Neighbor Search algorithm with the Mahalanobis distance was used to assign the same label for each similar cluster.

III. SYSTEM DESCRIPTION

In contrast to the state-of-the-art methods, our objective is to use features which are automatically learned from unlabeled pixels. The architecture of our work is based on [9], [12]. In the feature learning process, we use the unlabeled training set to train a CAE. The process consists of two steps: (1) Learn low-level features by using an AE on a set of image patches randomly selected from the unlabeled training set. (2) Use CAE to learn higher level features.

Given a set of labeled training images and a trained CAE, we perform feature extraction with the following steps: (1) Extract features with the CAE on randomly selected image patches from the training images. (2) Concatenate the activation values of each layer of the CAE as feature vectors to train an SVM.

A. Feature learning

Feature learning is the key component of our system. Our aim is to develop a simple feature learning system based on the encoder and decoder paradigm. We use a single-layer fully-connected neural network as an AE which tries to reconstruct the input data. Features can be discovered in the hidden layer. The number of hidden neurons is smaller than the input size to prevent learning of identity functions. Concretely, the AE learns the weights $W_1$ and $W_2$, such that $f(W_2f(W_1x)) = \tilde{x}$, where $x$ is the input vector, the output $\tilde{x}$ is similar to $x$; $f$ is the activation function, we choose $f$ to be the soft-sign function, such that $f(x) = \frac{1}{1+|x|}$; $W_1$ and $W_2$ are the weights on the first and second layer respectively; $W_1$ is used for encoding and $W_2$ is used for decoding. After using backpropagation to minimize squared reconstruction error, $W_1$ is used to compute the learned features, i.e., the mapping from input vector $x$ to feature vector $z$ where $z = f(W_1x)$. In our system, the input vector $x$ is the concatenation of each pixel’s RGB values of a $w \times w$ pixels image patch extracted from a document image.

In order to learn high-dimensional feature representations from unlabeled pixels, our feature learning system contains three levels. We denote $x^{(k)}$ as the input vector and $W^{(k)}$ as the weights of the AE on the $k$-th level. Our feature learning strategy on each level is described as follows:

First Level. We randomly select 500K $5 \times 5$ pixels image patches $P^{(1)}$ from the training set. Therefore, the size of input vector which contains the three RGB values is $x^{(1)} \in \mathbb{R}^{75}$. We set the number of hidden units of the AE to 40. Applying stochastic gradient descent method on the image patches, we estimate the weights $W^{(1)}_1$ and $W^{(1)}_2$. Figure 2a depicts the feature learning process on this level.

Second Level. Document images have the property that one part of an image shares similarities with other part [12]. Thanks to this property, we can use the learned feature mapping function of the previous level and convolve them with larger image patch to learn high-order feature representations. The $15 \times 15$ pixels image patch $P^{(2)}$ is composed by $3 \times 3$ patches $P^{(1)}$ without overlapping. The input vector of each $P^{(1)}_n$ is denoted by $x^{(1)}_n$, where $n$ is the patch number. The input vector

Figure 1: The example pages 1a, 1b, and 1c are taken from the George Washington (letterbook 1, page 307), Parzival (Cod. 857, page 144) and Saint Gall (Cod. Sang, 562, page 27) datasets respectively.
Figure 2: CAE architecture: first level 2a, second level 2c, and third level 2d. Feature visualization 2b. The red areas are for illustration purposes and do not correspond to real-sizes of the windows.

Figure 3: Learned features on the George Washington dataset: Level 1 3a, Level 2 3b, and Level 3 3c. Learned features on the Parzival dataset: Level 1 3d, Level 2 3e, and Level 3 3f. Learned features on the St. gall dataset: Level 1 3g, Level 2 3h, and Level 3 3i.

\( x^{(2)} \) is the concatenation of \( f(W^{(1)}_1 x^{(1)}_1), \cdots, f(W^{(1)}_9 x^{(1)}_9) \). Figure 2c depicts the feature learning process on this level. In our settings, the number of hidden units of the second-level AE is 30 and 500K random patches \( P^{(2)} \) are used for training.

**Third Level.** We repeat the same procedure as for the second level. However, we add an overlapping of 5 pixels on the patches \( P^{(2)} \) in order to get more information on the boundaries, so \( P^{(3)} \) covers 35 x 35 pixels. Figure 2d depicts the feature learning process. The AE has 20 hidden neurons and is trained on 200K random patches.

The settings have been tuned in our cross validation procedure to reach a trade off between accuracy and CPU load.

**B. Feature visualization**

We show in Figure 3 the learned features from the different levels on three historical document image datasets [7]. Figure 1 gives some example pages. To visualize the learned feature of a hidden neuron of the first-level AE, we set its output to 1 and the outputs of the other hidden neurons to 0, then decode the
level features, instead of directly constructing an image with the decoded outputs (which correspond to lower-level features, corresponding image patch, as shown in Figure 2b. For higher-level features, instead of directly constructing an image with the decoded outputs (which correspond to lower-level features, not pixels), we iteratively decode the outputs with lower-level decoders until we reach a pixel-level representation.

C. Feature extraction and classifier training

The features of a given pixel are the concatenation of the nth-level features \( z^{(n)} \) from patches \( P^{(n)} \) centred on the pixel where \( z^{(n)} = f(W^{(n)}x^{(n)}) \), \( n \in \{1, 2, 3\} \). The details of the construction of \( P^{(n)} \) and input vector \( x^{(n)} \) are given in Subsection III-A. An SVM is trained on randomly selected pixels features with their label on the training set. Figure 4 depicts the feature extraction strategy.

IV. EXPERIMENTS

In order to compare the proposed method with our previous work [6], we use the same datasets\(^1\) [7], scaling factor\(^2\) \( \alpha \) and follow the same evaluation protocol. Some example pages of the datasets are given in Figure 1. In our earlier work \([5, 6]\), hand-crafted features such as color variance, smoothness, Laplacian, Local Binary Pattern, and Gabor Dominant Orientation Histogram are used for classification. Our objective is to compare the learned features by using the proposed feature learning system with the "selected to be optimal" hand-crafted features determined in [6], therefore we use the optimal configuration for the previous method\(^3\). The same classifier, i.e., SVM [4] is used for the classification.

---

\(^1\)http://divuf.unifr.ch/main/hisdoc/divadia

\(^2\)Due to the large size of the images, we scale images to smaller size with a scaling factor \( \alpha < 1.0 \).

\(^3\)The results of our previous system shown in this paper are not the same as in [6], because in this work we have used the new ground truth. The motivation and details of the new ground truth are explained in [7].

A. Effect of feature learning

We first show the experiments with the same setting as in [6], i.e., \( \alpha = 2^{-4} \), all pixels of the training images are used for training. To show how feature learning affects the performance, we use various features. These features are: (1) hand-crafted features [6], (2) features learned with one-level CAE\(^4\) with patch sizes: \( 5 \times 5 \), \( 15 \times 15 \), \( 35 \times 35 \) pixels, (3) features learned with two-levels and three-levels CAE as described in Section III-A.

Table I reports on the performances of the classification with different features on three datasets. We observe in comparison to our previous method [6], that by using the three-levels CAE, we achieved superior performances on the George Washington and Parzival datasets. The differences of performances on the Saint Gall dataset are small, probably due to the fact that this dataset contains less noise and neater layout. Notably, the hand-crafted features sizes are 124, 200, and 162 for the George Washington, Parzival, and Saint Gall datasets respectively. The three-levels learned features size is 90 for the three datasets. We observe that using only one-level AE for feature learning provides already interesting results but is less effective for the classification. Since different datasets have different context information, e.g., the characters sizes, writing style, space between lines and paragraphs, the size of patch affects the performance. Using the convolutional strategy for feature learning is robust in the sense that it avoids us to estimate patch sizes manually for different datasets. As illustrated in Figure 3, the features learned on the first level contain low-level information, while higher level patterns such as strokes and corners are captured in the second- and third-level features.

---

\(^4\)A one-level CAE is just an AE.
Table II: Classification accuracy (%) on various scaling factor values and number of training samples.

<table>
<thead>
<tr>
<th></th>
<th>$\alpha = 2^{-3}$</th>
<th>$\alpha = 2^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10k</td>
<td>50k</td>
</tr>
<tr>
<td><strong>George Washing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hand-crafted features</td>
<td>79.69</td>
<td>82.67</td>
</tr>
<tr>
<td>learned features</td>
<td>84.97</td>
<td>86.10</td>
</tr>
<tr>
<td><strong>Parzival</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hand-crafted features</td>
<td>76.26</td>
<td>90.17</td>
</tr>
<tr>
<td>learned features</td>
<td>86.54</td>
<td>95.26</td>
</tr>
<tr>
<td><strong>Saint Gall</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hand-crafted features</td>
<td>96.67</td>
<td>97.46</td>
</tr>
<tr>
<td>learned features</td>
<td>95.52</td>
<td>96.82</td>
</tr>
</tbody>
</table>

B. Effect of image resolution and number of training samples

In these experiments, we focus on evaluating how image resolution and number of training samples affect the performance for the feature learning approach and the hand-crafting feature approach. When an image has a high resolution, it is time consuming to take all the pixels of the training set to train a classifier. Moreover, many parts of the document images are similar, therefore many pixels are redundant. Instead of using all the labeled pixels of the training set, we randomly select some pixels and use the features of these pixels with their labels to train the classifier. We select equivalent number of pixels $N$ for each class as training samples.

In Table II it is shown that with the proposed feature learning approach, we achieve superior performances on the George Washington and the Parzival datasets. The performances on the Saint Gall dataset are comparable. Some results are given in Figure 5. Notably, with only 10K labeled training pixels, the accuracies are improved from 79.69% to 84.97% and from 76.26% to 86.54% for the George Washington and Parzival datasets using a scaling factor $\alpha = 2^{-3}$. Furthermore, it is shown in Table II that when images have higher resolution, i.e., $\alpha = 2^{-2}$, the improvement of the performance becomes more significant, e.g., 17.53% and 14.25% for the George Washington and Parzival datasets with 10K training pixels. An interpretation could be since in higher resolution, each pixel contains more information, the learned features are more reliable than the hand-crafted features. Compared to using hand-crafted features, using the learned features, we are able to achieve superior performance by using fewer labeled pixels to train a classifier.

V. CONCLUSION

In this paper we presented a novel page segmentation method for color historical document images. The method is based on unsupervised feature learning algorithms with single-layer neural networks. We show that with the three-levels convolutional autoencoder architecture and layer-by-layer unsupervised training strategy, reliable feature representations can be learned directly from pixels. With the learned features we achieved superior performance compared to our previous system [6] which is based on the hand-crafted features. While much research on page segmentation focused on developing methods with hand-crafted features and prior knowledge, our results show that it is possible to achieve high performance with automatic feature learning algorithms. With more sophisticated feature learning methods currently developed by machine learning researchers, we believe that the proposed system might achieve better performance compared to other methods that rely on hand-crafted features and domain knowledge. Our future work will focus on discovering how the parameters, such as the number of levels, the number of hidden units, and the sparsity of active hidden units of the convolutional autoencoders affect the performance.
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